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Abstract—Existing point-of-interest (POI) recommendation
methods only show the direct recommendation results and lack
the proper reasons for recommendation. In recent years, ex-
plainable recommendation has become an increasingly important
subfield in recommendation systems. The aim of explainable
recommendation is to provide a reason why an item is recom-
mended to a user. In this way, it helps to improve the trans-
parency, persuasiveness and user satisfaction of recommendation
systems. The explainable recommendation should indicate users’
preferences for POIs, such as the category and the price. In
addition, to increase the diversity of the results, we take emotional
intensity into account in our model to generate more vivid
reasons. To this end, we propose a hierarchical attention-based
transformer model to generate reasons with specific topics and
different emotions. With a hierarchical attention mechanism,
we can capture the word-level and attribute-level preferences
of users. In addition, we also learn the latent representation of
the emotion score to generate diverse recommendation reasons.
We evaluate the proposed model on a new real-world dataset
collected from three travel service websites. The experimental
results demonstrate that our method outperforms the related
approaches for reason generation.

Index Terms—Explainable recommendation, natural language
generation, personalization, recommender system

I. INTRODUCTION

POI is a specific location that someone finds interesting,
such as a restaurant, a shopping mall and so on. POI

recommendation in travel is crucial for helping people discover
interesting attractions [22], [35], [40], [52]. Envision a user
planning a tour in a new city. Traditional POI recommendation
systems may provide a list of recommended POIs without
any explicit reasons or may show the same rigid reasons for
all users, such as “users who visited A also visited B”. This
lack of explanations negatively affects user experience and re-
duces the likelihood of users accepting the recommendations.
Therefore, we focus on explainable recommendation, which
provides a reason as to why an item is recommended to a user
to enhance transparency, persuasiveness, and user satisfaction
[26], [49], [56]. For example, the system may recommend a
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specific historical landmark with a persuasive reason like this:
“Explore an iconic location with rich historical significance.
Witness stunning architecture, captivating sculptures, and im-
merse yourself in centuries of history”.

An effective recommendation reason should be able to
reflect the user’s personalized interests, such as the city, the
category tags and cost [38], [42], [47]. We believe that the
semantic information is essential to capture users’ preferences
[38], [47]. Furthermore, in order to make the recommen-
dation reasons more vivid and diverse, we also focus on
generating reasons with different emotional intensities. The
diversity in traditional POI recommendation mainly refers to
recommending different POIs to the same user. The same
POI recommended to different users is simply displayed as
a recommendation result. In our work, diversity focuses on
generating recommendation reasons with different emotional
intensities. Our motivation is that users have varied emotional
preferences and may seek different experiences even when
visiting the same POI. For example, regarding the Great
Wall of China, the system may provide different reasons
such as “Great Wall: Awe-inspiring marvel of engineering,
panoramic views, rich historical significance, and a captivating
journey through ancient times” with strong positive emotion
and “Great Wall: Tranquil beauty, winding paths through lush
landscapes, serene escape, and breathtaking vistas that evoke
peace and harmony” with mild emotion emphasizing the sense
of peace. In this way, the system caters to tourists with varying
preferences, allowing them to connect with the Great Wall
of China on different emotional levels and providing a more
personalized experience.

Therefore, we attempt to generate personalized reasons with
specific topics and emotional intensity for different users. As
shown in Fig. 1, given the information of the POI, the preferred
topics of users and the emotion score, our task is to generate
the corresponding sentence as the personalized recommenda-
tion reason. The POI information contains the city name, the
POI name and the tags. The emotion score represents the
emotional intensity and is used to enhance the diversity of
the recommendation reasons. For the same POI and the same
topics, our model generates different reasons with different
emotion scores. We can observe that when the emotion score
is lower, the emotional intensity of the recommendation reason
is not as strong. We leverage Transformer [37] as our basic
model and apply the word vector in BERT [23] as the initial
embedding vector.

There are several challenges to generating personalized
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Fig. 1. Flowchart of our reason generation model.

recommendations. (1) Lack of appropriate datasets with ac-
ceptable reasons. We only have some travel website comments,
of which only a portion can be considered valid reasons. (2)
Existing methods have difficulty in capturing users’ prefer-
ences and generating reasons based on different attributes. (3)
Generating diverse recommendation reasons is still much less
explored.

To address the aforementioned challenges, we construct a
new dataset and propose a new reason generation model. The
reviews imply the preferences of users [24], [51]. Therefore,
we scrape users’ reviews from travel sites such as Ctrip,
Qunar and Baidu Travel and select suitable comments as
recommendation reasons. The topics of each POI are ex-
tracted to represent the preference of users. Then, the relevant
comments are retrieved by the target topics as the output
of the generation model in Fig. 1. The emotion score of
each comment is obtained by emotional classification. After
preprocessing, we design a new reason generation model with
a hierarchical attention mechanism to learn the fine-grained
preferences of users. We use word-level and attribute-level
attention to learn preferences at different levels. In the decoder
stage, encoder-decoder attention helps us learn the weight of
each attribute term. This enables us to understand specific
preferences and generate personalized reasons. To enhance
diversity, we generate varied reasons using different emotion
scores.

It is worth noting that our model is not limited by the
type of input information. In practical applications, we can
use different information as input depending on the practical
situation. In addition, the input information is easy to obtain
in the real-world scenario of POI recommendation. The POI
information can be obtained from the meta information of
the backend database of the candidate POIs. The tags can be
extracted from the category, tips or reviews by the commonly
used NLP tools or the preprocessing method used in our paper.
The user preference can be predicted by another recommenda-
tion model in reality, which is out of our scope in this paper
due to the difficulty in obtaining the interaction histories of
the users. Therefore, we only focus on the recommendation
reason generation part and regard the user preference and the
target POI as known information. Moreover, it is reasonable if
we integrate the preference prediction model with our reason
generation model. In future work, we will also work to make
our model more practical and flexible. 3) The emotion score
in the input is used to improve the emotional diversity of the
generated reasons. In the real-world scenario of POI recom-
mendation, we can obtain the score by sentiment analysis of
the ground truth reasons as in our paper during the training

process. For the testing process, we can set different scores as
input to obtain diverse recommendation reasons.

Our contributions can be summarized as follows:
(1) We formulate a new problem to generate recommenda-

tion reasons for POIs based on the preference of each user. To
achieve this, we also propose a filtering method for a large-
scale dataset for our task. Through preprocessing, we obtain
the attribute representations of the POI, the preferred topics
of each user and the emotion score. Our task is to generate
appropriate reasons to recommend the POI to the specific user
and increase the probability of accepting the recommendation.

(2) We propose a new method named the hierarchical
attention transformer (HAT) to generate personalized rec-
ommendation reasons. By incorporating the word-level and
attribute-level attention mechanism, we can better learn users’
preferences for different attributes.

(3) The reasons generated by our model are able to better ad-
dress the personalized preferences of users than the recommen-
dation reasons on travel websites. Furthermore, the learning of
emotional representation increases the diversity of reasons. In
this way, we can generate reasons more like real interpersonal
communication and then improve user experience.

II. RELATED WORK

In this section, we briefly review the recent progress in
the areas of explainable recommendation, personalized tour
recommendation and textual generation, which are highly
relevant to our work.
A. Explainable Recommendation

Generally, explainable recommendation can be divided into
four categories [49]: 1) explanations based on relevant users
or items; 2) feature-based explanations; 3) textual sentence
explanations; and 4) visual explanations. Our work is more
related to textual sentence explanations [8], [25], [26], [36],
[50], [57]. Li et al. [25] proposed a multitask learning model
to simultaneously predict ratings and generate abstractive tips
for an item. Chen et al. [8] focused on verifying the usefulness
of online reviews and proposed a neural attentional regression
model with review-level explanations (NARRE). They applied
an attention mechanism to automatically learn the weights of
reviews and select highly useful reviews. The selected reviews
were utilized for learning the latent vectors of users and items
and improving the ratings prediction performance. Zhao et
al. [50] collected a new large-scale real-world dataset for
generating conversational reasons in the song recommendation
domain. They proposed an encoder-decoder model with an
attention mechanism to generate reasons for recommendation.
They also integrated the tags of users to enhance the per-
sonality of the generated reasons. Li et al. [26] combined
the long-term and short-term preferences of users to make
recommendations. Then, they designed a back-routing scheme
to generate explanations for users, such as “Item A is similar
to Item B, which you watched for a long time” or “Item A is
similar to Item B, which you recently watched”. Sun et al. [36]
proposed a dual learning-based model by jointly predicting
user preference and generating reviews.

Our work differs from existing models because they are
not designed for recommendation reason generation. Existing
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models focus on generating tips or reviews without con-
sidering user preferences and item characteristics [8], [25],
[36]. Template-based approaches lack vitality, personality, and
diversity [26]. While some models [50] consider word-level
attention, our work incorporates high-level attribute represen-
tations and captures both word-level and attribute-level user
preferences. Additionally, we introduce a new dataset that
enhances the personality and diversity of generated reasons
by considering different topics and emotional intensities.
B. Personalized Tour Recommendation

There are emerging studies about personalized tour rec-
ommendations to explore users’ preferences and suggest
itineraries for users.

The work in [11] focused on personalized 3D navigation
and understanding of geo-referenced scenes. They proposed a
best view algorithm considering both semantic and geometric
features of the scene. They also estimate the camera speed of
the trajectory based on the projected complexity of the texture
of the image. A hierarchical framework is adopted for route
planning estimation. Then, Yiakoumettis et al. [43] developed
a personalized 3D route planning algorithm to explore users’
preferences by active learning. Specifically, they designed an
online learning strategy with a relevance feedback method to
automatically exploit and adjust users’ personalized weights
on scene metadata. Aksenov et al. [1] introduced a three-level
approach for personalized tour recommendation by integrating
dynamic user profiles. They presented and discussed the
characteristics and challenges of the three-level approach: tour
programming, tour scheduling and travel route determination.
The authors in [30] proposed two approaches to recommend
an itinerary for users. The first one used visit frequency to
represent the popularity of each POI and then recommended
the itinerary based on the most popular POIs. The second
one leveraged sentiment analysis of the textual opinions about
a visited POI of users to explore their interests. Zhao et al.
[53] focused on a visual feature enhanced tour recommender
system. An end-to-end visual-enhanced probabilistic matrix
factorization model (VPMF) was proposed to learn users’
preferences by integrating visual features into the collaborative
filtering model.
C. Natural Language Generation

Due to the recent success of deep learning techniques in
natural language processing (NLP), models based on neural
networks have obtained impressive improvements in various
tasks [4]. For natural language generation (NLG), many meth-
ods have been proposed, such as seq2seq-based methods,
reinforcement learning (RL)-based methods, attention-based
methods, and variational autoencoder (VAE)-based methods.

Generally, seq2seq models contain encoder and decoder
modules to encode the input sequence into a latent repre-
sentation and then decode it into the desired sequence. To
encode the input sequence, the neural network language model
(NNLM) [6] was first proposed to exploit the advantages of
neural networks for text generation tasks. To tackle the long-
term dependency problem, Mikolov et al. [28] recurrent neural
network-based language model (RNNLM) by leveraging the
RNN structure. Subsequently, some variants of RNNs, e.g.,

long short-term memory (LSTM) [19] and gated recurrent
units (GRUs) [10] have been proposed. In practice, RNNs are
generally trained by maximizing the likelihood of each target
token given the current state of the model and the previous
target token. However, as argued in [5], the performance of
RNNs suffers from exposure bias [5]. Therefore, researchers
have proposed reinforcement learning (RL)-based models,
such as generative adversarial nets (GANs) [14] and SeqGAN
[46] ), that use a discriminative model to guide the training of
the generative model [27], [44].

In addition, attention-based methods [3], [12], [29], [37],
[54] were also successfully applied in the NLG task. Recently,
Vaswani et al [37] proposed Transformer based solely on
attention mechanisms. This model can better capture the
dependency among words in sentences by the self-attention
mechanism. Then Devlin et al. proposed a word vector pre-
training model named BERT [23], which utilize bidirectional
Transformer to encode both left and right context to repre-
sentations and achieved great performance in many natural
language processing tasks [9], [48].

VAE-based methods offer a different approach to generative
modeling by integrating stochastic latent variables into the
conventional autoencoder architecture [7], [15]. For example,
Bowman et al. [7] proposed a VAE model with LSTM as the
encoder and decoder model. Semeniuta et al. [33] proposed a
hybrid architecture that blends fully feedforward convolutional
and deconvolutional components with a recurrent language
model. Hu et al. [20] combined VAE and discriminators to
generate sentences with explicit constraints.

The differences between our method and related works lie in
the following: (1) The difference with the current personalized
tour recommendation is that the existing tour recommendation
methods only focus on the location recommendation without
considering the explanations. Our method focuses on the rev-
enue generation of tour recommendations. (2) The difference
with the existing natural language generation methods is that
they focus on modeling the sequential semantic relationship
among the input words. The high-level attribute information
is also important in our task. Therefore, we add an attribute-
level attention module to better capture users’ preferences on
different attributes.

III. PROBLEM DEFINITION

We formulate the problem of reason generation for POI
recommendation as follows.

Definition 1: POI information. Each POI is represented by
(C,P,K), where C denotes the city name; P is the POI
name; and K = {k1, k2, · · · , km} is the tag of the POI, which
contains m words representing the inherent attributes.

Definition 2: The preferred topics of the user. We assume
that a user may be interested in n topics T = {t1, t2, · · · , tn}
of the POI when he or she decides where to go.

Definition 3: The emotion score E. It represents the extent
of positivity to enhance the diversity of the recommendation
reasons.

Formally, given the combination set of the information of
POI (C,P,K), the d topics T and the emotion score E,
our target is to generate a sentence with N words Y =
{y1, y2, · · · , yN} as the recommendation reason.
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Fig. 2. The overall architecture of our hierarchical attention transformer
model. Each color of the input words indicates different attributes. (Note that
the input sequence in our collected dataset contains a series of Chinese words.
Here, we show the corresponding English words to facilitate understanding.)

IV. METHOD

In this section, we introduce the architecture of our hier-
archical attention-based Transformer (HAT) model shown in
Fig. 2. First, the input words are fed into the embedding layer
to learn hidden features. Then, word-level and attribute-level
attention layers are designed to learn the high-level features of
each attribute. Finally, the recommendation reason is generated
by the decoder and output layer.

A. The Embedding Layer

The embedding layer aims to learn the latent feature of
the input textual sequence X = {x1, x2, · · · , xM}. We regard
each word as a token by splitting the input text into a single
word based on the spaces in the text [21], [39].

In addition, the order of tokens in the input text is impor-
tant for understanding grammar and semantics. Researchers
have shown their significance for language tasks [13], [18],
[34]. The Transformer architecture replaces RNN with self-
attention, which is order-independent and captures longer
dependencies. Therfore, a positional embedding layer is added.
In the next part, we discuss token embedding and positional
embedding in detail.

1) Token Embedding: For each word xk ∈ X , we first
represent it as a |D|-dimensional one-hot vector rk, where the
nonzero entry denotes the index for the corresponding location
in D = {D1, D2, · · · , D|D|} and |D| is the total number of the
words in the vocabulary. Then we learn an embedding matrix
WD ∈ R|D|×d, where d denotes the dimension size of the
embedding. With the matrix WD, we can transform the one-
hot vector rk into a d-dimensional embedding vector etoken
based on the following equation:

ektoken = WD · rk. (1)

To better learn the latent vectors, we apply the pretraining
model BERT [23] to initialize the embedding matrix WD. We
set the size d to be 768 which is the same as in the pretrained
BERT model.

2) Positional Embedding: To model the positional relation-
ship, researchers propose to leveraging the character of the
sin/cos function [37]. Considering the periodicity of sin/cos
function, the representations will be the same for two different
positions if sin(pos) is directly used to represent the feature
of position pos. Therefore, different wavelengths are used for
different dimension indices of the representation vector. The
detailed calculation is as follows:

PE(pos, 2i) = sin(pos/100002i/d), (2)
PE(pos, 2i+ 1) = cos(pos/100002i/d), (3)

where pos is the position of the word xk in the input
sequence (pos = 0,1,...,M-1). i is the dimension index of
the d-dimensional embedding vector epos. Suppose that the
embedding dimension is d, then i = 0,1,...,d/2-1.

This function was chosen because it would allow the model
to easily learn to attend to relative positions. The embedding
vector of position pos is:

epos = [sin(pos), cos(pos),

sin(pos/100002/d), cos(pos/100002/d), · · · ,
sin(pos/10000d−2/d), cos(pos/10000d−2/d]

(4)

For any fixed offset k, the trig function allows PE(pos+k)
to be represented as a linear function of PE(pos):

sin(α+ β) = sinαcosβ + cosαsinβ, (5)
cos(α+ β) = cosαcosβ − sinαsinβ, (6)

Then the PE(pos+k) can be represented as:

PE(pos+ k, 2i) = PE(pos, 2i)× PE(k, 2i + 1)

+ PE(pos, 2i + 1)× PE(k, 2i),

PE(pos+ k, 2i+ 1) = PE(pos, 2i + 1)× PE(k, 2i + 1)

− PE(pos, 2i)× PE(k, 2i),

(7)

The final embedding vector of xk is defined as:

ek = etoken + epos. (8)

B. The Word-level Attention Layer

The word-level attention layer is composed of a stack of L
identical layers. Each layer contains two sublayers, multihead
self-attention and position wise feed-forward networks. Each
layer extracts essential and useful information and then sends
it into the next layer. In this way, the semantic information is
gradually extracted. Both the word-level attention layer and the
decoder layer in our model are stacked layers with L identical
layers.
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1) Multi-Head Self-Attention: The attention mechanism has
been widely used to measure the dependencies of two items
[16], [55]. In our model, the attention module can be treated as
a retrieval process. For the retrieval scenario, when users type
a query to search for items on the engine, the system will map
the query against a set of keys associated with candidate items
in the database. Then the system will present the best matched
items (values) to the user. Similarly, for the self-attention
mechanism, the target token is associated with a query vector
and all the other tokens in the input are candidates associated
with key and value vectors. The attention weights for the
candidate tokens are computed by a compatibility function of
the query with the corresponding keys of the candidates.

Here, we apply multihead self-attention to learn the hidden
representations of all the words simultaneously. We stack each
ek together into matrix R ∈ RL×d. Compared with single
attention, multihead attention projects R to h subspaces to
capture different representations of the input sequence from
different viewpoints.

We apply self-attention using scaled dot-product attention
as follows:

MultiHead(R) = Concat(head1, · · · , headh)WO, (9)

headi = Attention(RWQ
i ,RWK

i ,RWV
i ), (10)

Attention(Q,K,V) = softmax( QKT√
d/h

)V, (11)

where Q = RWQ
i , K = RWK

i , and V = RWV
i represent

the queries, keys and values, respectively. They are projected
linearly from the same hidden representation matrix R with
different projection matrices. WQ

i ∈ Rd×d/h, WK
i ∈ Rd×d/h,

WV
i ∈ Rd×d/h and WO ∈ Rd×d are learnable parameters

matrices. The output of the attention operation is a weighted
sum of the values V. Softmax is used for normalization
of the attention weights which is widely used in attention
mechanisms [3], [31], [32], [41], [45].

2) Point wise Feed-Forward Networks: To enhance the
nonlinearity of our model, we add a point wise feed-forward
network (FFN) layer following the self-attention layer [37].
It is composed by a fully connected feed-forward network
including two linear transformations and an activation function
ReLU.

FFN = max(0,MultiHead(R)W1 + b1)W2 + b2. (12)

3) Stacking Layer: The stacking layer is used to understand
the high-level representations of the input. Each layer extracts
essential and useful information and then sends it into the
next layer. In this way, the semantic information is gradually
extracted. Both the word-level attention layer and the decoder
layer in our model are stacked layers with L identical layers.
Similar to the Transformer model [37], we employ a residual
connection [17] around each of the two sublayers, followed
by layer normalization [2]. Then, the output of each sublayer
is LayerNorm(x + Sublayer(x)), where Sublayer(x) is the
function implemented by the sublayer itself.

Finally, the output of the word-level attention for the lth

layer is as follows:

Rl = SL(Rl−1), (13)
SL(Rl−1) = LN(SAttnl−1 + PFFN(SAttnl−1)), (14)

SAttnl−1 = LN(Rl−1 +MultiHead(Rl−1)), (15)

where LN represents the layer normalization. SAttn and SL are
the self-attention layer and the stacking layer, respectively.

C. The Attribute-level Attention Layer

With the word-level attention layer, we have obtained
the high level representations of our input sequence X =
{C,P,K, T,E}. However, different from general text genera-
tion, whose input is a fluency sentence or paragraph, the input
sequence of our task consists of several attribute terms. As
described above, there are different attributes in X containing
various aspects of the POI, the preferred topics of users and
the emotion score. Therefore, it is necessary to learn the latent
representation of every attribute.

However, not all the words in one attribute have the same
importance. To this end, we propose an attribute-level atten-
tion mechanism to obtain a comprehensive representation of
attributes. The hierarchical attention mechanism with word-
level attention and attribute-level attention modules is the key
innovation of the proposed HAT model. Compared with the
original transformer model, we add the attribute-level attention
module to further capture users’ preferences for different
attributes.

In our scenario, we obtain five attributes for each input se-
quence. To unify the symbols, we set X = {A1, A2, · · · , A5}.
Each element Aj represents one of the sequences C, P , K,
T , and E, respectively.

Formally, we denote the word sequence of Aj as Aj =
{wj

1, w
j
2, · · · , w

j
Nj

}. The hidden representation of the word wj
i

is hj
i , which is obtained from the word-level attention layer.

Finally, the attribute-level attention for the attribute j is defined
as follows:

ui = tanh(Wah
j
i + ba), (16)

αi =
exp(uT

i uj
a)∑

i exp(u
T
i uj

a)
, (17)

vi =
∑

i αih
j
i , (18)

where ua is the learned high level representation vector of the
attribute Aj and can be seen as a query vector over the words
belonging to the attribute Aj . αi is the normalized importance
weight of each word through a softmax function. vi is the
comprehensive vector that fuses all the information of words
in the attribute Aj .

D. The Decoder Layer

Similar to the original Transformer model [37], the structure
of the decoder layer is the similar to the word-level attention
layer, which is also composed of a stack of L identical layers.
Except for the multihead self-attention and position wise feed-
forward networks, there is another sublayer in the decoder
layer, which performs multi-head attention over the output of
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the attribute-level attention layer. For each time step i, the
attention module is computed as follows:

Attention(Q,K,V) = softmax(
QKT√
d/h

)V, (19)

where K and V represent the output latent vector of the
attribute-level attention layer. Q is the output of the decoder
layer at time step i-1 .

Similar to the encoder, we employ residual connections
around each of the sublayers, followed by layer normalization.
Specifically, the self-attention in the decoder layer is masked
multi-head attention to prevent future words from being part
of the attention. Then, each sublayer is stacked together and
fed into the output layer.

E. The Output Layer

The output layer contains a fully-connected linear layer and
a softmax layer to transform the output of the decoder into the
V-dimensional matrix Oi. Each element in Oi indicates the
probability of words in the vocabulary. The output probability
is calculated as follows:

pi = WTxi + b, (20)
Oi =

epi∑V
j=1 epj

, (21)

where xi represents the hidden vector of the ith time step. W
and b are the weight and bias to be learned. pi is the probability
of the output words in the vocabulary.

F. Model Optimization

For model optimization, we use cross-entropy loss to train
our model. Given a training set with R samples, and the
generated reasons with N words, the loss function is defined
as:

J =
1

R

R∑
i=1

N∑
j=1

yj log(Oj)+λ∥Θ∥2, (22)

where J is the cross-entropy loss between the generated
recommendation reason and the ground truth. R represents
the number of the samples. N is the length of the generated
reasons. yj is the one-hot vector of the ith word in the ground
truth sentence. Oj is the output probability of our model.
∥Θ∥2 is the regularization term to avoid overfitting. λ controls
the importance of the regularization term. To minimize the
objective function, we use the Adam optimizer to learn the
parameters. The detailed learning process is described as fol-
lows. We initialize the embedding matrix for token embedding
by the pretraining model BERT. Combined with the positional
embedding, we obtain the final embedding vectors of the input
words. Then, we feed them into the hierarchical attention layer
with stacked word-level and attribute-level attention layers.
In this way, we obtain the high level latent representation
of the input words. Finally, the recommendation reasons are
generated by the decoder layer with the loss function J.

V. DATA ACQUISITION

A. Dataset Collection

We collect the reviews of 876 POIs in China from several
popular travel service websites including Ctrip1, Baidu Travel2

and Qunar3. The statistical information of part of the original
dataset named as Travel is shown in Table. I. The data
prerocessing consists of reason-like data selection and data
annotations, which will be introduced in the following parts.

TABLE I
THE STATISTICAL INFORMATION OF PART OF THE TRAVEL DATASET

City #POIs #Reviews #Reviews/POI
Beijing 66 167296 2535

Shanghai 46 91494 1989
Hangzhou 36 48486 1347
Nanjing 40 45135 1128
Chengdu 40 42173 1054

In addition, to improve the persuasiveness of the experi-
mental results, we use a public large-scale dataset from Yelp
Challenge 20194 for the restaurant domain, which requires
only minimal manual preprocessing. Each record includes a
user ID, an item ID, a rating score and an explanation written
by one user in English.The explanation contains at least one
item feature that can be used as the user-preferred topic. We
can also extract the POI information from the raw data of
the items, including the POI name, the city and the tags
(the category terms in the original data). We use the public
pretrained BERT model built by Hugging Face5 to extract
the emotion score and only choose the reviews with positive
emotion scores higher than 0.5.

B. Reason-like Data Selection

The proper reasons should be positive and have a high
correlation with the target POI.

1) Correlation analysis: We train a doc2vec model to learn
the feature of each review. The correlation for a given sentence
i is determined by calculating the cosine similarity between
this sentence and other reviews belonging to the same POI.

corri = summ
j,j ̸=isimij , (23)

where simij represents the similarity of the review sentence i
and j. m is the number of reviews in one POI. The larger the
value of corri, the more relevant the sentence i is to the POI.

2) Emotional analysis: We employ the interface of the
Baidu Open Platform for AI6 to assess the sentiment in-
formation within reviews. The advantage of this algorithm
is that it can accurately judge emotions and calculate the
confidence level for reference and personal users can freely
access this interface. By making API calls to the platform, we
receive an emotional result for each requested review. This
result includes sentiment, confidence, and positive/negative
probabilities. The sentiment is the emotional category of the

1https://www.ctrip.com/
2http://lvyou.baidu.com/
3https://www.qunar.com/
4https://www.yelp.com/dataset
5https://huggingface.co/blog/sentiment-analysis-python
6https://ai.baidu.com/tech/nlp apply/sentiment classify
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review (0: negative, 1: neutral, 2: positive); the confidence
indicates the accuracy of the emotional score of the review
(value range [0,1]); the positive/negative probabilities indicate
the emotional degree of the review. The greater the positive
score, the stronger the emotion. For example, when the input
text is “The lotus flowers in West Lake are very beautiful,
and boating on the lake is also a great choice.”, the result
is: {“sentiment”: 2, “confidence”: 0.97, “positive prob”:0.99,
“negative prob”:0.01}. We need to select the reviews with
high confidence and positive scores.

3) Data selection: We select the reason-like reviews with a
threshold by calculating the comprehensive score as follows:

scorei = (corri + emoi + coni)/3 (24)

where corri, emoi and coni are the normalized correlation
score, emotional score and confidence score of review i,
respectively. The larger the scorei, the more important the
review is.

C. Data Annotation

The data annotation consists of tag extraction, topic ex-
traction and emotion score annotation. The emotion score is
obtained in the same way as emotional analysis. To facilitate
learning the embedding of the emotion, we discretize the
emotion score to 1-5.

Now, we introduce the tag and topic extraction process in
the following parts.

1) Tag extraction.: For each POI, we first extract the
candidate tags from the reviews by word frequency statistics
and TF-IDF (Term Frequency–Inverse Document Frequency)
and then mannually select proper words as the final tags based
on rules of relevance and diversity.

2) Topic extraction.: For the reviews of each POI, we first
extract the candidate topic words based on manual selection
followed by frequency statistics and TF-IDF. Then, we use
the word2vec model to search similar words as an extension.
Finally, we manually select proper topics and filter the reviews
containing the topic words as ground truth recommendation
reasons.

The final statistics of the dataset are shown in Table. II

TABLE II
THE FINAL STATISTICAL INFORMATION OF THE DATASETS

Dataset #Train #Validation #Test
Travel (ours) 103,166 12,986 12,899
Yelp (public) 474,060 74,760 74,126

VI. EXPERIMENTATION

In this section, we first introduce the experimental setup.
Then, we perform extensive comparisons against several state-
of-the-art methods and give some discussions about the pro-
posed framework.

A. Experimental Setup

1) Compared Methods: There is no existing special method
for the reason generation task for POI recommendation. For
comparison, we select the widely used text generation methods
and the variant models of our proposed model. Besides, we

also discuss the variant models to demonstrate the importance
of each part of our model: Transformer and Bert Transformer.

Seq2Seq + attn [3]: the Seq2Seq model with an attention
mechanism. Here, we use LSTM with an attention mechanism
as the encoder and decoder model to generate recommendation
reasons.

VAE [7]: a variational autoencoder generative model that
incorporates distributed latent representations of sentences
with LSTM as the encoder and decoder model.

Transformer [37]: The original Transformer model without
pretraining in the embedding layer. It contains the word-level
attention mechanism in the encoder and decoder module.

Bert Transformer: The Transformer model with BERT
[23] as the pretraining model in the embedding layer.

HAT: Our proposed method based on the original Trans-
former model. We apply the BERT as the pretraining model
in the embedding layer. In addition, we also design a hier-
archical attention mechanism containing word-level attention
and attribute-level attention layers to learn the word-level and
attribute-level attention weights.

2) Evaluation Metrics: The detailed descriptions of the first
three metrics are as follows:

(1) Topic relevance (Top.). We train a multilabel classifica-
tion model on training data to obtain the topics of the generated
reasons. The topic relevance is defined as follows:

acc tj
i =

{
1, gtij in outputi

0, gtij not in outputi
(25)

where outputi and GTi = {gti1, gti2, · · · , gtiN} is the predicted
and ground truth topics, respectively.

(2) Emotional accuracy (Emo.). We compute the emotional
score by the Baidu Open Platform for AI. Similarly, we
discretize the sentiment score to 1-5.

Given the test set with R examples, the emotional accuracy
is defined as follows:

acc emoi =

{
1, output emoi ≡ gt emo

0, output emoi ̸= gt emo
(26)

where output emoi and gt emoi are the predicted and
ground truth emotional scores, respectively.

(3) Perplexity (Per.). Perplexity is a method for evaluating
the performance of probabilistic generative models. The lower
the perplexity score is, the better the performance of the model.
For a sample Y = {y1, y2, · · · , yN}, the perplexity is defined
as:

SPPL = P (Y |Model) = exp
−

N∑
j=1

log(p(yj |y1,y2,··· ,yj−1))/N

,
(27)

where Model is the probabilistic generative model and xi is
the word to be predicted.

For human evaluations, we measure the performance via
multiple aspects of quality. We ask six assessors to indepen-
dently judge the quality of the generated reasons in the test
set in terms of four qualities:

(1) Informativeness (Info.): whether the generated reasons
contain sufficient information with less meaningless and re-
dundant information;
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TABLE III
PERFORMANCE OF ALL THE METHODS ON TRAVEL DATASET

Methods Top. Emo. Per. BLE. ROU. Inf. Flu. Con. Fai.

Seq2Seq + attn 0.43 0.85 3.07 0.11 0.07 1.53 2.73 2.45 2.11

VAE 0.04 0.85 2.59 0.06 0.05 1.52 1.37 1.77 2.04

Transformer 0.18 0.84 1.17 0.15 0.09 2.66 2.80 2.12 2.65

Bert Transformer 0.53 0.85 1.13 0.15 0.10 2.69 2.82 2.90 2.88

HAT(Ours) 0.55 0.86 1.11 0.17 0.12 2.71 2.82 2.94 2.93

TABLE IV
PERFORMANCE OF ALL THE METHODS ON YELP DATASET

Methods Top. Emo. Per. BLE. ROU. Inf. Flu. Con. Fai.

Seq2Seq + attn 0.79 0.92 0.68 0.23 0.12 2.92 2.94 2.85 2.90

VAE 0.43 0.91 0.70 0.21 0.10 2.80 2.72 2.74 2.79

Transformer 0.62 0.92 0.67 0.32 0.13 2.83 2.95 2.85 2.92

Bert Transformer 0.81 0.93 0.68 0.35 0.14 2.89 2.95 2.90 2.93

HAT(Ours) 0.89 0.93 0.65 0.38 0.16 2.94 2.96 2.94 2.95

(2) Fluency (Flu.): whether the generated text is understand-
able, fluent, grammatical, and coherent;

(3) Controllability (Cont.): whether the generated text can
satisfy the pregiven constraints;

(4) Faithfulness (Fait.): whether the generated content is
consistent with the input information.

Each aspect is rated on a three-point scale, where 1, 2
and 3 indicate bad, acceptable and excellent performance
respectively. Considering the large amount of data, we only
randomly selected 5,000 samples for human evaluation.
B. Results Analysis and Ablation Study

We conduct experiments on one GPU RTX 2080Ti. By
running inference for the test dataset, the time cost for each
response is approximately 70 seconds. The performance of all
methods on the two datasets is illustrated in Table. III and
Table. IV. We can observe the following:

(1) The topic relevance and emotional accuracy of
Seq2Seq+attn are better than those of VAE. This is because
Seq2Seq+attn models the attention weight of different input
words when generating the recommendation reasons. The
attention mechanism contributes to the important words about
the target topics and emotions. The topic relevance of VAE
is very low. This is because the VAE focuses on learning
the distribution of the inputs and then sampling from the
distribution to obtain the output. However, the distributions of
the inputs and outputs are different in our scenario. Therefore,
it is difficult for VAE to generate reasons with specific topics.
The perplexity of Seq2Seq+attn and VAE are higher than
others, indicating that the sentences are not fluent enough. This
is because they focus on modeling the sequential relationship
of the sentence, especially the adjacent words. They fail to
model the global influence of each word in the whole sentence.

(2) The Transformer-based methods show better perfor-
mance than other baselines, such as perplexity, BLEU,
ROUGE, and controllability. This indicates that the generated
reasons are more fluent and reasonable. This is because the

self-attention mechanism in Transformer can model both the
local influence of the adjacent words and the global influence
of each word. The positional embedding retains the ability
to model the sequential relationship of the words. (3) The
topic relevance of Transformer is lower than that of other
Transformer-based methods. This is because the training set
of our dataset is not very large and the number of samples of
different topics is unbalanced. This makes it difficult for the
model to perform well on all topics.

(4) The Bert Transformer shows better performance than
the original Transformer method under many metrics. This
demonstrates the effectiveness of the pretraining BERT model.
This is because BERT learned the relationship of the words
by pretraining on the large-scale corpus. With the pretraining
BERT as the initial latent vector in Transfomer, we can better
learn the vector of the words.

(5) Generally, the results of the Yelp dataset are better than
those of our proposed dataset. This is because Yelp contains
many more training samples, which facilitates the training of
the models. We can observe that our method shows the best
performance compared with the other methods under nearly all
the metrics. This is because we apply the pretraining BERT to
initialize the latent vector of words. In addition, we design a
hierarchical attention module to learn the attention weights
when generating reasons for specific topics and emotion
scores. With the word-level attention mechanism, we learn
the attention weights of the input words. With the attribute-
level attention mechanism, we can capture the attribute-based
attention weights. Therefore, hierarchical attention can better
learn users’ preferences and generate reasons with emotional
diversity. For BLEU and ROUGE, the results show that our
model can generate high-quality reasons much closer than the
baselines. This demonstrates the effectiveness of the proposed
hierarchical attention model. For human evaluation, the differ-
ences in informativeness for the transformer-based model are
relatively small. Our model improves the baselines by a large
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Fig. 3. Examples of the emotional diversity of the recommendation reasons generated by our method.

Fig. 4. Examples of reasons with known topics generated by our method.

Fig. 5. Examples of reasons for new topics generated by our method.

margin under controllability and faithfulness, indicating that
the generated reasons can better reflect user-preferred topics.

C. Examples of Reasons Generated by Different Methods

We show some examples of the generated reasons in Ta-
ble. V. We can observe that the reason generated by the VAE
is not fluent. Many methods only pay attention to the number
of animals and ignore the topic “Torch”. Our hierarchical
attention based method can better learn the preference of the
topic and generate reasons fitting the input topic.

D. Discussions

In this subsection, we give some discussions on our Travel
dataset: (1) examples of the emotional diversity of the rec-
ommendation reasons; (1) the effectiveness on known topics
and new topics; (3) the effectiveness on a single topic and
multiple topics; and (4) the influences of different attributes.
(5) The effectiveness of the order of different attributes; (6)

TABLE V
EXAMPLES OF THE GENERATED REASONS

Methods Generated Reasons

Retrieval 很不错，近距离感受动物
(Very Good. We can feel the animal at close range)

Seq2Seq
+attn

野生动物园很好玩，动物很多
(The animal park is very interesting and has lots of animals)

VAE 每个，表演很不错，值得一看。
(Each. The performance is very good, it is worth watching.)

Transformer 动物园很大，动物很多
(The zoo is very big and has many animals)

Bert_
Transformer

动物园里面的动物很多，很喜欢。
(There are many animals in the zoo. I like it very much.)

HAT (Ours) 动物种类很多，可以近距离接触。
(There are many kinds of animals. We can touch them at close range.)

Input:
City Name: 北京(Beijing) POI Name:八达岭野生动物世界 (Badaling wildlife world)    
Tags:亲密好玩便宜珍惜有趣 (intimate,  fun, cheap, precious, interesting) 
Topic：接触 (torch) Emotion Score: 0.98
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visualization of the attention weights; and (7) the impact of
the dimensions of the attribute attention.

1) Examples of the emotional diversity of the recommenda-
tion reasons: To enhance the diversity of the recommendation
reason, we conduct emotional diverse reason generation. Here,
we show some examples for the same topic on different
emotion scores in Fig. 3. We can observe that our model can
generate reasons with different emotion scores, indicating the
emotional diversity of the reasons. This will help us generate
diverse recommendation reasons for different users and help
users perceive the characteristics of the POIs from different
views.

2) The effectiveness on known topics and new topics: Our
method can generate new and personalized recommendation
reasons for both known and new topics. As shown in Fig. 4
and Fig. 5, our model can generate reasons consistent with
given topics and emotions.

To demonstrate the effectiveness of our method for known
topics and new topics, we also compare our method with other
models. The result is shown in Fig. 6. It can be observed that
HAT performs best on the old topic, but its performance on
the new topic is lower than that of Bert Transformer. This is
because HAT incorporates attribute-level preferences, learning
the user’s preference weights within the topic terms through
training data. The introduction of new topic terms makes it
difficult for the model to capture the user’s preferences at the
new topic level.
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Fig. 6. The discussions of different methods on known topics and new topics.

3) The effectiveness on a single topic and multiple topics:
From Fig. 4 and Fig. 5, we can observe that our method can
generate proper and interesting reasons for both single and
multiple topics. It should be noted that even for new multiple
topics that never appear in our training dataset, our method
can also generate reasons containing each topic information.
In addition, we also evaluate the performance for single and
multiple topics on different methods. As shown in Fig. 7,
our method improves the performance compared with other
methods on both single and multiple topics.

4) The influences of different attributes: We show the
influences of different attributes by removing one attribute for
the inputs. Considering that the topic and emotion score are the
essential parts of our model, we only remove the city name,
POI name and tags. The name of the variant models is the
combination of the attribute names.

As shown in Fig. 8, the performance of CPTE is similar
to that of CPKTE. This indicates that the tags of POIs show
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Fig. 7. The discussions of different methods on a single topic and multiple
topics.
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Fig. 8. The impact of different attributes.

little impact on reason generation with specific topics. The
preformance of PKTE is the worst, which implies that the city
name is an important attribute for generating recommendation
reasons.

5) The effectiveness of the order of different attributes:
To show the effectiveness of the order of different attributes,
we randomly disturb the order of the attributes. We choose
five variant models, including PCKTE, PCTKE, ETKCP,
TKECP, and TEKPC. As shown in Fig. 9, the order does
not have a significant impact on the results.
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Fig. 9. The effectiveness of the order of different attributes

6) Visualization of the Attribute Level Attention Weights:
Fig. 10 shows the attribute-level attention weights of one gen-
erated reason. The color of each cell represents the attention
weight of the input attribute and the output word. We can
observe that when the model generates the word flourishing, it
pays more attention to the tags that contain flourishing. When
the model generates the word street, it pays more attention
to the POI name Guanqian Street and the topic Commericial
Street.
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喜欢这繁华的一条街啊

(Lively, Flourishing, Giant, Convenient, Beautiful) 

(Suzhou) 

(Guanqian Street) 

(Commercial Street) 

Like this flourishing street

喜欢这繁华的一条街啊

喜 欢 这 繁 华 的 一 条 街 啊

Lively, Flourishing, Giant, 
Convenient, Beautiful

Suzhou

Guanqian Street 
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苏州

观前街

热闹繁华很大方便漂亮

商业街

0.89

Like this flourishing street0.1 0.5

Fig. 10. Visualization of the attribute-level attention weights.

7) The impact of the dimensions of the attribute attention:
We set the dimensions of attributes to be 16, 32, 64, 128, 256,
512, 768 with other parameters fixed. As shown in Fig. 11,
when the dimension is too large or too small, the performance
is not as good. The model performs best when the dimension
is 256.
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Fig. 11. The impact of the dimensions of the attribute attention.

VII. CONCLUSION AND FUTURE WORK
We formulate a new problem to generate personalized

recommendation reasons for POIs with specific topics and
emotional diversity. To tackle these challenges, we collected a
new dataset including POI information (city name, POI name,
tags), topics and emotion score as inputs and the corresponding
comments as outputs. We also propose a hierarchical attention
model based on Transformer to generate recommendation
reasons. The experiments demonstrate that our method can
better learn users’ preferences and improve the emotional
diversity of recommendation reasons. Compared with the
rigid descriptions of POIs on travel websites, our model can
generate personalized and vivid recommendation reasons to
attract users’ interest. In addition, the integration of emotional
information can enhance the diversity of the generated reasons.
Our model can be extended to other recommendation reason
generation tasks. For other tasks, we just need to change the
input information. It can be the attributes of the target item
and the preferences of users.

In future work, we will explore the integration of our model
with user preference learning models to automatically capture
user-preferred topics based on their travel history. We also
plan to add the constraints for topic and emotion score into
our model to improve the performance.
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[21] C.-R. Huang, P. Šimon, S.-K. Hsieh, and L. Prévot, “Rethinking chinese
word segmentation: tokenization, character classification, or wordbreak
identification,” in Proceedings of the 45th Annual Meeting of the
Association for Computational Linguistics, 2007, pp. 69–72.

[22] M. Islam, M. M. Mohammad, S. S. S. Das, M. E. Ali et al., “A survey
on deep learning based point-of-interest (poi) recommendations,” arXiv
preprint arXiv:2011.10187, 2020.

[23] J. D. M.-W. C. Kenton and L. K. Toutanova, “Bert: Pre-training of deep
bidirectional transformers for language understanding,” in Proceedings
of NAACL-HLT, 2019, pp. 4171–4186.

[24] X. Lei, X. Qian, and G. Zhao, “Rating prediction based on social
sentiment from textual reviews,” IEEE Trans. Multimedia, vol. 18, no. 9,
pp. 1910–1921, 2016.

[25] P. Li, Z. Wang, Z. Ren, L. Bing, and W. Lam, “Neural rating regression
with abstractive tips generation for recommendation,” in SIGIR, 2017,
pp. 345–354.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 12

[26] X. Li, W. Jiang, W. Chen, J. Wu, G. Wang, and K. Li, “Directional and
explainable serendipity recommendation,” in WWW, 2020, pp. 122–132.

[27] Z. Liu, J. Wang, and Z. Liang, “Catgan: Category-aware generative
adversarial networks with hierarchical evolutionary learning for category
text generation,” in AAAI, 2020, pp. 8425–8432.

[28] T. Mikolov, M. Karafiát, L. Burget, J. Cernocký, and S. Khudanpur,
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